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WHAT Shed light on linguistic distinctions

in how humans and various models

perceive stereotypes.

❖Model confidence in Spanish stereotype detection aligns with annotator agreement.

❖There is more disagreement when the texts contain implicit stereotypes.

HUMAN VS MACHINE PERCEPTIONS

ON IMMIGRATION STEREOTYPES

Wolfgang S. Schmeisser-Nieto, Pol Pastells, 
Simona Frenda, Mariona Taulé

WHY    Low agreement in the detection of stereotypes due to the high subjectivity of the task, especially in implicit stereotypes.
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Multilingual Stereotype Corpus (Bourgeade et al., 2023)

• Source: Twitter posts
• Topic: Immigrants
• Language: Spanish
• Total instances: 5,349

Label Fleiss’ kappa

Stereotype 0.75

Contextual 0.48

Implicit 0.15
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Soft labels for 3 annotators

Methods Fine-tuning Zero shot

Qualitative analysis1 2

How strange        , if they are little angels
0 0 0 0.05

0 0 1 0.27

0 1 1 0.73

1 1 1 0.95
Context needed

Classification models to detect stereotypes related to

immigrants in a Spanish corpus. Traditional gold standard

labels, disaggregated annotation of training data, and

instance predictions yielded by GPT-4.

RQ1: Under what conditions do the models exhibit low confidence in 
their predictions?

RQ2: To what extent do the predictions of the models differ from
human annotations? Where do these discrepancies manifest most
prominently, and what are the characteristics of these textual
instances?

Labels Nº of instances

Stereotype

Contextual 590

Explicit 1,260

Implicit 344

Total 1,604

No Stereotype Total 3,745

Warning: Offensive content Stereotype Contextual Implicit

Text A_1 A_2 A_3 A_1 A_2 A_3 A_1 A_2 A_3

And I’ve been paying social security for more than 38 years. 
If I knew better, I’d have become an illegal. 1 1 1 0 1 1 1 0 1

The immigrant who comes is not qualified, he has another 
religion, culture and language but aspires for Spain to 
support him at the expense of our pensioners. Not all of 
them are criminals but they are overrepresented in our 
prisons.

1 1 1 0 0 0 0 0 0

Being an immigrant does not mean being Muslim. I 
emigrated and I do not believe in any religion. Maybe that's 
why you don't understand it.

0 0 0 – – – – – –

HOW
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Result 1:  Correlation between inter-annotator 

agreement (IAA) and model confidence.

Result 3: Similar results for soft labels
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Result 2: A single implicit vote 

worsens model confidence. 
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Annotator Soft Labels

vGPT-4 asked for Probability
Fine tuning Soft Labels

0.05 0.950.730.27

Result 3: Similar results for soft labels


